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ABSTRACT
This paper presents a novel approach for improving the quality of
depth video. Given a high-quality color image and its corresponding
low-quality depth image, we handle various artifacts which may ex-
ist on the depth video by applying a weighted mode filtering method
based on a joint histogram. When the histogram is generated, the
weight based on color similarity between reference and neighboring
pixels on the color image is computed and then used for counting
each bin on the joint histogram of the depth map. A final solution
is determined by seeking a global mode on the histogram. Experi-
mental results show that the proposed method has outstanding per-
formance and is very efficient in various applications such as depth
video enhancement and compression.

Index Terms— Weighted mode filtering, joint histogram, depth
video enhancement, depth coding

1. INTRODUCTION

With the recent development of 3D multimedia/display technologies
and the increasing demand for realistic multimedia, 3D video has
gained more attentions as one of the most dominant video formats
with a variety of applications such as 3DTV or freeview point TV
(FTV). For successful development of 3D video systems, many tech-
nical issues should be resolved, e.g. capturing and analyzing stereo
or multiview images, compressing and transmitting the data, and ren-
dering 3D images on various 3D displays.

The main challenging issues are depth estimation, virtual view
synthesis, and 3D video coding. Depth maps are used to synthesize
virtual views at the receiver side, so providing a high-quality depth
map is an important issue in the 3D video system. Recently, ac-
tive depth sensors such as Time-of-Flight (ToF) cameras have been
widely used to provide 3D video. For instance, given a hybrid sys-
tem which consists of one color camera and one depth sensor, depth
maps provided from the depth sensor, which may be noisy and of
low-resolution, can be enhanced by using the corresponding color
image. The depth video is then encoded and transmitted with the
corresponding color images together. At the receiver side, the de-
coded color-plus-depth data are utilized to synthesize virtual views.
Thus, the depth video should be efficiently compressed to reduce the
depth bit rate as much as possible.

In this paper, we focus on developing an efficient solution to im-
prove the quality of the depth video. For that, an weighted mode
filtering (WMF) is proposed based on a joint histogram. Given a
high-resolution color video and its corresponding low-quality depth
video, the weight based on similarity measure between reference and
neighboring pixels is used to construct the histogram, and a final so-
lution is then determined by seeking a global mode on the histogram.

We will show the performance of the proposed method in various ap-
plications such as depth video enhancement and compression.

2. WEIGHTED MODE FILTERING ON HISTOGRAM

A histogram is a function that represents a probability distribution
of continuous (or discrete) values in a given data set. The global
histogram of an entire image can be exploited to represent global
characteristics of the image in some applications such as contrast
enhancement. A localized histogram H(p, d) of an image for a ref-
erence pixel p and the dth bin is computed using a set of its neigh-
boring pixels inside a window, which was introduced by Weijer and
Boomgaard [1].

In this paper, we introduce this concept in a generic formula-
tion and focus on developing a post-processing algorithm with the
localized histogram [2]. Specifically, given a discrete function f(p)
whose value ranges from 0 to L−1, the localized histogram H(p, d)
is defined at the pixel p and the dth bin (d ∈ [0, L − 1]). The lo-
calized histogram means that each bin has a likelihood value which
represents an occurrence of neighboring pixels q inside a rectangular
(or irregularly-shaped) region. We propose a novel filtering approach
which seeks the global mode on the histogram by leveraging the sim-
ilarity measure between the data of two pixels. When the histogram
H(p, d) for each pixel p is generated, the data of each pixel inside
the rectangular (or irregularly-shaped) region is adaptively counted
on its corresponding bin by using the data similarity function w(p, q)
between the reference and neighboring pixels as

H(p, d) =
∑

q∈N(p)

w(p, q)Gr(d− f(q)) , (1)

where w(p, q) is a non-negative function which defines the correla-
tion between the pixels p and q. N(p) is the set of neighboring pixels
of the pixel p. The neighboring pixel which exhibits a stronger corre-
lation with the reference pixel p has a larger weighting value w(p, q).
Gaussian spreading function Gr models errors that may exist on the
input data f(p).

We call this histogram-based approach the weighted mode fil-
tering, in which the final solution is obtained by seeking the high-
est mode of the weighted distribution H(p, d) [2]. In this paper, the
weighted mode filtering is extended into the joint filtering framework
by using a guide signal g(p) different from the reference signal f(p)
to be filtered as follows:

H(p, d) =
∑

q∈N(p)

GI(g(p)− g(q))GS(p− q)Gr(d− f(q)) ,

(2)
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Fig. 1. Joint histogram generation: The joint histogram H of the ref-
erence pixel p is calculated by adaptively counting the neighboring
pixels m1, m2 with a form of Gaussian function according to their
disparity values d1 and d2.

where GI(x), GS(x), and Gr(x) are Gaussian functions where means
are 0 and standard deviations are σI , σS , and σr , respectively. The
final solution fG(p) for the weighted mode filtering can be computed
as follows:

fG(p) = argmax
d

H(p, d) . (3)

Here g(p) is a 2D function where each pixel p has a specific data.
Since a guide signal is employed for calculating the data-driven adap-
tive weight GI , the proposed filtering is contextualized within the
joint bilateral filtering framework [3].

Fig. 1 explains the procedure that generates the joint histogram
H . The neighboring pixels m1, m2 of the reference pixel p are adap-
tively counted with a form of Gaussian function on each bin corre-
sponding to their disparity values. The bandwidth and magnitude of
Gaussian function are defined by the standard deviation σr of Gr

and the magnitude of GIGS , respectively. The standard deviation
σr of Gaussian spreading function Gr is used for modeling errors
that may exist on the input depth data. In other words, the neighbor-
ing pixels are adaptively accumulated on the joint histogram H by
using color (GI ) and spatial (GS) similarity measures and Gaussian
error model (Gr).

In general, depth values vary smoothly inside objects and has
sharp discontinuities on the object boundaries. When the depth is en-
hanced by a conventional joint bilateral filtering [3], the filtered out-
put depth value is provided by using an adaptive summation based
on color information. Although an adaptive weight based on color
information is used for preserving edges, it still results in unneces-
sary blur due to its summation.

3. APPLICATIONS

In this section, we verify the performance and effectiveness of the
proposed method by applying it to enhancing a low-quality depth
map provided from a ToF depth sensor and suppressing coding ar-
tifacts generated from depth video compression based on a typical
transform-based motion-compensated video codec. In these appli-
cations, g(p) is the color image I(p) and f(p) is the depth image
d(p).

3.1. Depth Video Enhancement

The quality of depth video can be measured by the amount of noise,
spatial resolution and temporal consistency. Therefore, the depth
video can be improved by suppressing the noise, increasing its spa-
tial resolution and handling the temporal flickering problem. In this
section, we show how to enhance the depth map obtained from a

(a) (b) (c) (d)

Fig. 2. Aliasing effect in the depth upsampling: (a) Aliased depth
map without MCM. (b) Cropped image of (a). (c) Proposed method
with MCM. (d) Cropped image of (c).

ToF camera based on the weighted mode filtering for achieving these
goals.

3.1.1. Weighted Mode Filtering Using Multiscale Color Measure

Given a low resolution depth map and a high resolution color im-
age, the sparse original depth values mapped into the color camera
coordinate only are used for preventing the output depth value from
being blurred on the depth boundaries. In order to include this no-
tation in Eq. (2), we define a binary function R(p), whose value is
1 when p has an original depth value, 0 otherwise. The histogram
H(p, d) can be expressed as follows:

H(p, d) =
∑

q∈N(p)

R(q)GI(Ip − Iq)GS(p− q)Gr(d− d(q)) .

(4)
As shown in Fig. 2, however, if we use the sparse original depth

values for the depth upsampling directly, it may cause the aliasing
artifact due to different sizes between the original depth and color
images. In Eq. (4), since the color distance GI(Ip − Iq) of neigh-
boring pixels are calculated by using sparse pixels only where they
have depth values (R(p) = 1), this color measure cannot represent
the distribution of color information inside the window N(p). The
existing methods [3][4] have handled this problem by applying pre-
filtering methods such as bilinear or bicubic interpolation. However,
this initial depth map contains contaminated values which may cause
serious blur on the depth boundaries. In this paper, we handle this
problem by using a multiscale color measure [2], instead of applying
the prefiltering techniques. This method can provide an aliasing-free
upsampled depth map as well as preserve the depth discontinuities
well.

Before explaining the method in detail, we define some param-
eters for helping readers to understand it. Specifically, let the reso-
lution difference between the original low-resolution depth map and
the high-resolution color image be Sdc = min(Hc/Hd,Wc/Wd),
where Hd, Wd and Hc, Wc are the height and width of the depth and
color images, respectively. The number of level L (l : L − 1 ∼ 0)
on the multiscale framework is set to log2Sdc. The window N(p)
on the lth level is defined as {q| |p − q|∞ ≤ 2lSW }, where SW is
the size of the window on the original small depth domain. Namely,
the actual size of the window N(p) is dependent on the upsampling
ratio, since the sparse original depth values only are used. We also
define a new Gaussian filtered color image IG = G ∗ I , which is
used for calculating the color distance on each level of the multi-
scale framework.

The sparse depth map can be upsampled by using Eq. (4) in a
coarse-to-fine manner. The Gaussian lowpass-filtered color image
IG is first computed for each level, and the weighted mode filter-
ing is performed on each level by using the original and upsampled
depth values only. For instance, if L is 3, the upsampling proce-
dure starts for every 4(= 22) pixels on the coarsest level, and the
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(a) Initial depth maps (b) 2-D JBU [3] (c) 2-D JBU + MCM

(d) 3-D JBU [4] (e) 3-D JBU + MCM (f) Proposed method

Fig. 3. Depth upsampling results for test bed images: the down-
samping ratio is 8 in each dimension. The processing times are (b)
0.95s, (c) 0.34s, (d) 220.6s, (e) 65.8s, and (f) 0.55s. The process-
ing time of the proposed method is 0.25% of that of 3-D JBU, while
it has the best edge-preserving performance.

binary function R(p) of these pixels is set to 1. In other words, the
depth value of pixels upsampled on the current level can be used
on the next level again. The variance of the Gaussian function for
low-pass filtering of IG is proportional to the ratio of downsampling
on each level. Different from the conventional downsampling pro-
cedure where low-pass filtering is first applied and an image is then
downsampled, the Gaussian low-pass filtered color image IG is first
computed and the color distance GI(IG(p) − IG(q)) is then calcu-
lated on the full resolution grid (not coarse resolution grid). In other
words, the filtered color image IG is not downsampled.

3.1.2. Depth Upsampling Results

For the objective evaluation, we performed experiments with ground
truth depth maps provided by the Middlebury test bed [5]. Low-
quality depth map, which is generated by downsampling the ground
truth depth map, is upsampled by the proposed method. The weight-
ing parameters σI , σS and σr in Eq. (4) are set to 6.0, 7.0 and 2.9,
respectively. The size of the window SW on the original small depth
domain is 2.

Fig. 3 shows the results of the proposed method for the test bed
images, when the downsampling ratio is 8 in each dimension. Due to
the lack of space, we showed the results of Teddy only. The results
of the 2-D JBU [3] and the 3-D JBU [4] were included for a visual
evaluation. Note that these methods used the bilinear interpolation
technique for computing the initial input (dense) depth maps. The
size of the window N(p) is set to 11×11, since the multiscale color
measure is not used. In order to fairly compare the performance
of the filtering-based methods by using the same input depth maps,
the results which were upsampled with the multiscale color measure
(MCM) were included as well: 2-D JBU + MCM, 3-D JBU + MCM.

The proposed method yields the superior results over the ex-
isting methods, especially on the depth discontinuities. The per-
formance of the 3-D JBU + MCM is very similar to that of the
weighted mode filtering, since the MCM prevented the upsampled
depth map from being blurred on the depth discontinuities. The 2-
D JBU + MCM does not improve the edge-preserving performance,
even compared with the 2-D JBU which used the blurred depth maps
as the initial value. The processing time of the 2-D JBU + MCM
is the smallest among all methods, but its quality is worse. Al-

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. Upsampling results for low-quality depth image (from ‘Mesa
Imaging SR4000’) with corresponding color image (from ‘Point
Grey Flea’). (a) Color image. (b) 2-D JBU. (c) 3-D JBU. (d) Pro-
posed method. (e) Initial depth map. (f) Cropped image of (b). (g)
Cropped image of (c). (h) Cropped image of (d).

though the 3-D JBU + MCM has a similar accuracy to the proposed
method, the computational complexity of the proposed method is
nearly 0.8% of that of the 3-D JBU + MCM. Since the 3-D JBU per-
forms the joint bilateral filtering for all depth candidates repeatedly,
it results in huge computational complexity.

The experiments were also performed using depth and color
videos, captured by a ‘Mesa Imaging SR4000’ depth sensor and a
‘Point Grey Flea’ color camera. As shown in Fig. 4, the proposed
method was evaluated by comparing the upsampled depth images
with those of the 2-D JBU [3] and the 3-D JBU [4]. The sizes of
the input depth and color images are 176 × 144 and 1024 × 768,
respectively. We found that the proposed method provides the best
edge-preserving performance on the depth discontinuities. The pro-
cessing times are 6.8s for the 2-D JBU, 1592.3s for the 3-D JBU,
and 5.6s for the proposed method, respectively.

3.2. Depth Video Coding

In this section, we describe a novel scheme that compresses the
depth video efficiently using the framework of a conventional video
codec [6]. The depth video is encoded by a typical transform-based
motion compensated video encoder such as H.264/AVC, and com-
pression artifacts are addressed by utilizing the weighted mode fil-
tering as an in-loop filter.

3.2.1. Weighted Mode Filtering-Based Depth Coding

Containing homogeneous regions separated by sharp edges, a transform-
based compressed depth map often exhibits large coding artifacts
such as ringing artifacts and blurriness along the depth boundaries.
These artifacts in turn severely degrade the visual quality of the
synthesized view. In order to address these artifacts, the weighted
mode filtering is employed to design an in-loop edge-preserving de-
noising filter. By selecting the global mode on the histogram, it
avoids unnecessary blur and provides a solution with the highest oc-
currence [6]. We will show the depth video coding based on the
weighted mode filtering outperforms the existing post-processing
based coding methods [7][8].

In general, the compressed depth map is often transmitted to-
gether with the associate color video in order to synthesize the vir-
tual view at the receiver side. In addition, two correlated depth pix-
els along the depth boundaries usually exhibit a strong photomet-
ric similarity in the corresponding color video pixels. Inspired by
this observation, we utilize the color video pixels I(p) as the guided
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Fig. 5. RD curves obtained by encoding the depth maps using the
proposed and existing in-loop filters.

function g(p) to denoise the depth data d(p) as the original func-
tion f(p). It should be noted that both color and depth video in-
formation can be used as guided information in the weighting term
to measure the similarity of pixels p and q. However, through exten-
sive experiments it is observed that using the color video information
only as guided information generally provides a better performance
in comparison with incorporating the guided depth information in
the weighting term. This can be explained by the fact that the input
depth map already contains more serious coding artifacts around the
sharp edges than the color videos. Thus, using the noisy input depth
to guide the noise filtering of its own signal may not be effective. In
contrast, color frame consistently provides an effective guided infor-
mation even when it is encoded heavily lossy.

3.2.2. Depth Coding Results

We have conducted various experiments with the Ballet test sequences
with resolutions of 1024 × 768, of which both the color video and
depth map are provided from Microsoft Research [9]. The exper-
iments were conducted by using the H.264/AVC Joint Model Ref-
erence Software JM17.2 to encode the depth map of each view in-
dependently [10]. The conventional H.264/AVC deblocking filter in
the reference software was replaced with the proposed in-loop filter.
For the objective comparison, the PSNR of each virtual view gen-
erated using compressed depth maps was computed with respect to
that generated using the original depth map.

We evaluated the performance of the proposed in-loop filter in
comparison with the existing in-loop filters. Besides the conven-
tional H.264/AVC deblocking filter, we have also compared with the
depth boundary reconstruction filter [7] and the trilateral filter [8],
which are also utilized as the in-loop filter. Fig. 5 shows RD curves
obtained by the proposed and existing in-loop filters for the two test
sequences. By using the proposed filter, we achieved about 0.8-dB
and 0.5-dB improvement in PSNR of the synthesized view quality in
terms of average Bjontegaard metric [11] compared with that of the
existing filters for the Ballet sequences. In addition, the proposed fil-
ter obtained a better visual quality of the synthesized view, as shown
in Fig. 6.

4. CONCLUSION

In this paper, we have presented an weighted mode filtering method
based on joint histogram and then verified its performance and ef-
fectiveness in the depth video enhancement and compression. Con-
sidering the guide color image in the joint filtering framework, the

(a) (b) (c) (d) 

Fig. 6. Sample frames of the reconstructed depth map and rendered
view for the Ballet sequence obtained by different in-loop filters: (a)
H.264/AVC Deblocking filter, (b) Boundary reconstruction filter [7],
(c) Trilateral filter [8], (d) Proposed in-loop filter.

proposed method effectively handles several artifacts caused by in-
herent limits of the ToF depth sensor or the typical transform-based
motion-compensated video codec (H.264/AVC). It provides the re-
sults that have better edge-preserving performance. The multiscale
color measure (MCM) was also proposed for suppressing the alias-
ing effect on the depth upsampling. Moreover, the proposed method
is highly parallelizable on GPUs or FPGA thanks to its pixel-wise
independent processing.
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