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ABSTRACT

Due to abrupt signal changes on object boundaries, a depth video
compressed by conventional video coding standards often introduces
serious coding artifacts over the boundaries, which severely affect
the quality of a synthesized view. In this paper, we propose an edge-
preserving depth interpolation filter based on weighted mode filter-
ing to provide more accurate fractional-pixel samples in the motion-
compensated interpolation for an effective inter-coding of the depth
video. In addition, an efficient post-processing method is also pro-
posed to further suppress the coding artifacts on the depth video and
utilized as an in-loop filter. Experimental results show the proposed
methods can significantly improve the synthesized view quality in
terms of both objective and subjective measures.

Index Terms— Weighted mode filtering (WMF), depth coding,
3D video, motion-compensated interpolation

1. INTRODUCTION

Multiview video representations have attracted much attention re-
cently in new applications such as 3-dimensional TV (3DTV) or
freeview point TV (FTV). While 3DTV aims to provide users with
3D depth perception, FTV can give users the freedom of selecting
a viewpoint according to a user preference [1]. For successful de-
velopment of 3D video systems, many technical issues should be
resolved from capturing and analyzing the multiview images, com-
pressing and transmitting the data, and rendering multiple images on
various 3D displays.

Essentially, the performances of 3DTV and FTV are often gov-
erned with an increase number of multiple views, which results in
a huge amount of data. For efficient storage and transmission, a
popular multiview video plus depth data format has been proposed
to realize such 3D video systems [2]. Such a format requires color
videos transmitted together with associated depth maps for a limited
number of views, which can be used to synthesize arbitrary virtual
views at the receiver. While a number of methods have been pro-
posed to efficiently compress multiview video, depth video coding
has not been studied extensively.

In general, depth video coding aims to reduce a bit rate as much
as possible while ensuring the quality of the synthesized view, not
the depth map itself. In addition, depth video is typically charac-
terized by homogeneous regions partitioned by sharp edges, which
should be preserved in order to provide a high-quality synthesized
view. Thus, the straightforward compression of depth video using
the existing video coding standards such as H.264/AVC may cause
serious coding artifacts along the depth discontinuities, which ulti-
mately affect the synthesized view quality.
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To alleviate the above problem, many techniques have been
proposed to compress the depth video by taking into account its
unique characteristics [3, 4, 5]. These techniques often focus on
an efficient representation of depth edge regions to preserve the
object boundaries in the reconstructed depth video. In addition,
post-processing techniques can also be utilized to suppress the cod-
ing artifacts along object boundaries to obtain a better quality of the
synthesized view [6, 7, 8].

In this paper, we propose novel coding tools for efficient depth
compression on the framework of a conventional video coding stan-
dard. In particular, we utilize a weighted mode filtering (WMF) pro-
posed in our previous work [9] to design an edge-preserving depth
interpolation filter that provides more accurate fractional-pixel sam-
ples in order to achieve better sub-pixel motion-compensated predic-
tion. To our best knowledge, no similar work has been reported in
the literature to address the problem of inaccurate sub-pixel motion-
compensated interpolation for depth compression. Furthermore, an
efficient post-processing method is also utilized as an in-loop filter
to further suppress the coding artifacts.

The remainder of the paper is organized as follows. Section 2
briefly provides the overview of weighted mode filtering. Section
3 presents the proposed edge-preserving interpolation and in-loop
filters. Experimental results are shown in Section 4. In Section 5,
we conclude the paper by summarizing the main contributions.

2. WEIGHTED MODE FILTERING

Weighted mode filtering was introduced in [9] to enhance the depth
map acquired from depth sensors. In this paper, we utilize such a
filter in an effective manner in the context of depth compression. For
completeness, we provide here a brief redefinition of the weighted
mode filtering based on the localized histogram concept.

A localized histogram H(p, d) for a reference pixel p and dth

bin is computed using a set of its neighboring pixels inside a win-
dow, which was introduced by Weijer et al. [10]. Specifically, given
a discrete function of depth signal D(p) whose value ranges 0 to
L− 1, the localized histogram H(p, d) is defined at the pixel p and
dth bin (d ∈ [0, L − 1]). The localized histogram means that each
bin has a likelihood value which represents an occurrence of neigh-
boring pixels q inside rectangular (or any shape) regions. The like-
lihood value is measured by adaptively counting a weighting value
computed with a kernel function w(p, q) as

H(p, d) =
X

q∈N(p)

w(p, q)Gr(d−D(q)) , (1)

where w(p, q) is a non-negative function which defines the corre-
lation between the pixels p and q. N(p) is the set of neighboring
pixels in a window centered at p. A spreading function Gr models
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(a) H.264/AVC interpolation filter

(b) Proposed interpolation filter

Fig. 1. Samples at quarter-pixel positions obtained by the H.264/AVC 6-tap
and bilinear interpolation filters and the proposed interpolation filter.

errors that may exist on the input data D(p). The weighting func-
tion represents the influence of the neighboring pixels on the local-
ized histogram. In essence, the neighboring pixel which exhibits a
stronger correlation with the reference pixel p has a larger weighting
value w(p, q). The final filtered solution D̂(p) is calculated by

D̂(p) = arg max
d

H(p, d). (2)

We call this histogram-based approach a weighted mode filtering, in
which the final solution is obtained by seeking the highest mode of
the weighted distribution H(p, d).

3. PROPOSED ALGORITHMS

3.1. Edge-preserving interpolation filter

In the existing video coding standard such as H.264/AVC, one-
dimensional 6-tap interpolation and bilinear interpolation filers are
used to obtain the samples at fractional-pixel positions for sub-pixel
motion-compensated prediction. Such interpolation filters are de-
signed for the color video, which are not suitable for the depth map
containing sharp edges. They not only produce the blurry edges, but
also spread the coding artifacts presented in the reconstructed sam-
ples at full-pixel positions. Fig. 1(a) illustrates such quarter-pixel
samples obtained by the H.264/AVC interpolation filters, in which
the region highlighted in red is magnified for better visualization.
Due to these blurry edges, the sub-pixel motion-compensated pre-
diction is not optimally matched with the block in the current frame
containing sharp edges. This will result in undesirable high residues
along abrupt sharp edges. As a result, not only more bits are re-
quired to code the residues, but also serious ringing artifacts will be
introduced in the compressed depth map due to the quantization of
the high-frequency information and severely affect the synthesized
view quality.

Inspired by the above observation, we propose in this paper
an efficient interpolation filter to obtain more accurate depth sam-
ples at fractional-pixel positions in order to achieve better sub-pixel
motion-compensated prediction. In particular, we aim to obtain
these fractional-pixel samples while preserving the edge information
by utilizing the weighted mode filtering. In general, the compressed

Neighboring window
of half-pixel samples

Window size for
quarter-pixel samples

reduced by half

Fig. 2. Filtering for fraction-pixel accurate motion compensation. Example
sparse samples at the full-pixel grid, half-pixel grid, and quarter-pixel grid
are highlighted in cyan, yellow, and gray colors respectively.

depth map is often transmitted together with the associated color
video in order to synthesize the virtual view at the receiver side.
As two correlated depth pixels along the depth boundaries usually
exhibit a strong photometric similarity in the corresponding video
pixels, we utilize the color video pixels I(p) as the guided informa-
tion for the depth interpolation. Specifically, the weighting value
w(p, q) in Eq. (1) is represented by the range filter of the color video
GI and the localized histogram can be written as

H(p, d) =
X

q∈N(p)

GI(I(p)− I(q))Gr(d−D(q)) . (3)

where both GI and Gr are chosen as Gaussian filters. Using the
Gaussian filter Gr to model depth errors will diminish faster the in-
fluence of the strong neighboring outliers by down-weighting, while
still incorporating the influence of the neighboring inliers.

Here, we propose to obtain the half-pixel and quarter-pixel sam-
ples by applying the weighted mode filtering at the fractional-pixel
grids using Eqs. (2) and (3). Initially, the samples at the half-pixel
grid are obtained. In this step, we only consider the neighboring pix-
els q ∈ N(p) at full-pixel positions (e.g., samples in cyan as shown
in Fig. 2) to compute the localized histogram. The half-pixel samples
are then obtained by using Eq. (2). In the second step, the samples at
the quarter-pixel grid are then obtained by considering the neighbor-
ing pixels at both full-pixel and half-pixel positions (e.g., cyan and
yellow samples in Fig. 2) for the computation of H(p, d). To ob-
tain the guided color information at half-pixel positions, the simple
bilinear interpolation can be utilized. Note that the size of the neigh-
boring window N(p) is reduced by half in the second step so that
the same number of neighboring pixels is considered in each step.

Fig. 1(b) shows the quarter-pixel samples obtained by the pro-
posed interpolation filter. As can be seen from the figure, by us-
ing the mode operation on the localized histogram, the proposed in-
terpolation filter can reduce an unnecessary blur along the object
boundaries. In addition, utilizing the structural similarity between
the color and depth videos through the guided color information not
only reduces the coding artifacts, which may be spread from the
compressed full-pixel samples, but also attains more accurate depth
edge information by aligning with the color video.

3.2. In-loop filter

Note that the proposed interpolation filter can provide a better
motion-compensated interpolation for the inter-coded region. Seri-
ous coding artifacts still exist along sharp edges in the intra-coded
region. Moreover, since the existing in-loop filter (e.g., H.264/AVC
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Fig. 3. PSNR (dB) results of the synthesized view obtained by encoding the
depth video at different QPs using the proposed in-loop filter with different
values of range sigma σr .

deblocking filter) is mainly designed to reduce the blocking artifacts
for color videos, it is inefficient in removing ringing artifacts in the
compressed depth video.

To further improve the depth coding performance, we propose
to employ the weighted mode filtering on the reconstructed depth
map to suppress the remaining coding artifacts. Similar to Section
3.1, the color information is used to guide the depth denoising pro-
cess as described in Eq. (3). The filtering process only considers
the full-pixel samples and is utilized as an in-loop filter to replace
the conventional deblocking filter. As the spreading function Gr is
used to model the errors on the input data, the Gaussian parameter
σr should be determined by the amount of noise in the depth data.
To select an optimal value of σr , we compressed the depth video at
different QPs using the proposed in-loop filter in the encoder with
different values of σr . An objective performance is measured in-
directly by analyzing the quality of the synthesized view (refer to
Section 4 for the simulation setup details). Fig. 3 shows the peak-
signal-to-noise ratio (PSNR) of the synthesized view obtained using
different values of σr . The results show that with different amounts
of noise introduced by the quantization artifact, setting σr to 3 gen-
erally provides the best synthesized view quality while maintaining
low computational complexity.

It should be noted that both color and depth information is used
to synthesize the virtual view. Thus, using the color information to
guide the depth denoising process intuitively can achieve a better
synthesized view quality as shown later in the experimental results.

4. EXPERIMENTAL RESULTS

We have conducted a series of experiments to evaluate the perfor-
mance of the proposed depth compression techniques. We have
tested with the Breakdancers and Ballet test sequences with reso-
lutions of 1024× 768, of which both the color video and depth map
are provided from Microsoft Research [11].

The experiments were conducted by using the H.264/AVC Joint
Model Reference Software JM17.2 to encode the depth map of each
view independently. For each test sequence, we encoded two (left
and right) views for both color and depth videos using various QPs.

To measure the performance of the proposed methods, we ana-
lyzed the quality of the color information for the synthesized inter-
mediate view. Among 8 views, view 3 and view 5 were selected as
reference views and a virtual view 4 was generated using the View
Synthesis Reference Software (VSRS) 3.0 provided by MPEG [12].
For an objective comparison, the PSNR of each virtual view gener-
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Fig. 4. RD curves obtained by encoding the depth maps using the different
methods.

ated using compressed depth maps was computed with respect to that
generated using the original depth map. Rate distortion (RD) curves
were obtained by the total bit rate required to encode the depth maps
of both reference views and the PSNR of the synthesized view.

To evaluate the performance of the proposed interpolation filter,
we compared with the existing interpolation filters in H.264/AVC.
For fair comparison, the H.264/AVC deblocking filter was used in
both methods. Fig. 4 shows the RD curves obtained by these meth-
ods. Not surprisingly, the proposed interpolation filter achieved a
better synthesized view quality compared with the existing filters,
since an improved motion-compensated interpolation could be ob-
tained using better fractional-pixel samples with sharp and precise
edge information. Specifically, we achieved about 1.2-dB and 0.5-
dB gain in PSNR of the synthesized view quality in terms of av-
erage Bjontegaard metric [13] for the Ballet and Breakdancers se-
quences, respectively. As discussed in Section 3.1, more accurate
motion-compensated prediction reduced the number of bits required
to code the residues while lessening the coding artifacts. However,
it is observed that due to fast motion and temporal inconsistency,
many blocks in the Breakdancers sequence were intra coded and not
benefited from the proposed interpolation filter; leading to a slightly
lower PSNR gain compared with the Ballet sequence. For visual-
ization, Figs. 5 and 6 show the reconstructed depth maps and the
corresponding synthesized views obtained by different methods. It
was evident that using the proposed interpolation filter improved the
quality of the inter-coded regions in the reconstructed depth map
with reduced ringing artifacts compared with that of H.264/AVC
(see the head region in Fig. 5(a)-(b)). Meanwhile, serious coding
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(a) (b) (c)

Fig. 5. Sample frames of the reconstructed depth maps and rendered
views for the Ballet sequence obtained by different encoding schemes: (a)
H.264/AVC with deblocking filter, (b) Proposed interpolation filter with the
deblocking filter, (c) Proposed interpolation and in-loop filters. The red color
blocks indicates the intra-coded regions in the depth map.

artifacts remained in the intra-coded regions highlighted in red color
and severely affected the rendering view quality.

As the in-loop filter is proposed to further suppress the remain-
ing coding artifacts, we evaluated the performance by encoding the
depth videos using both the proposed interpolation and in-loop fil-
ters. The RD results are also shown in Fig. 4 and the sample frames
are provided in Figs. 5 and 6. The results show that by using the
proposed in-loop filter, the synthesized view quality was further im-
proved by about 0.67-dB and 1.21-dB Bjontegaard gains in PSNR
for the Ballet and Breakdancers sequences, respectively, compared
with that obtained by using the proposed interpolation filter with
the conventional deblocking filter. This is because unlike the de-
blocking filter, the proposed in-loop filter efficiently suppressed the
coding artifacts remained in the reconstructed depth map, especially
in the intra-coded regions with sharp edges (see the reconstructed
depth map in Fig. 5(c) and Fig. 6(c)). The proposed method not
only resulted in sharp edges with reduced coding artifacts, but also
preserved the object structures by utilizing the structural similarity
between the color and depth videos. As a result, the synthesized
view quality was not only improved in terms of PSNR, but also sub-
jectively better, especially around the object boundaries.

5. CONCLUSION

We have presented in this paper novel coding tools for efficient depth
compression using the existing video coding standard. Specifically,
we have proposed an edge-preserving depth interpolation filter using
the weighted mode filtering to obtain more accurate fractional-pixel
samples in the motion-compensated interpolation. In addition, an ef-
ficient denoising in-loop filter has also been proposed and replaced
the conventional deblocking filter to further suppress the coding ar-
tifacts. Experimental results have shown that our proposed filter not
only provided a significant PSNR gain over the synthesized view
quality, but also resulted in a better subjective quality compared with
the conventional H.264/AVC.

(a)

(b)

(c)

Fig. 6. Sample frames of the reconstructed depth maps and rendered views
for the Breakdancers sequence obtained by different encoding schemes: (a)
H.264/AVC with deblocking filter, (b) Proposed interpolation filter with the
deblocking filter, (c) Proposed interpolation and in-loop filters. The red color
blocks indicates the intra-coded regions in the depth map
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