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Abstract—Recent approaches for low-light image enhancement
achieve excellent performance through supervised learning based
on convolutional neural networks. However, it is still challeng-
ing to collect a large amount of low-/normal-light image pairs
in real environments for training the networks. In this letter, we
propose an unsupervised learning approach for single low-light
image enhancement using the bright channel prior (BCP) that
the brightest pixel in a small patch is likely to be close to 1. An
unsupervised loss function is defined with the pseudo ground-truth
generated using the BCP. An enhancement network, consisting of
a simple encoder-decoder, is then trained using the unsupervised
loss function. To the best of our knowledge, this is the first attempt
that enhances a low-light image through unsupervised learning.
Furthermore, we introduce saturation loss and self-attention map
for preserving image details and naturalness in the enhanced result.
The performance of the proposed method is validated on various
public datasets. Experimental results demonstrate that the pro-
posed unsupervised approach achieves competitive performance
over state-of-the-art methods based on supervised learning.

Index Terms—Unsupervised learning, low-light image
enhancement, bright channel prior.

I. INTRODUCTION

IMAGES acquired in the low-light environment are often
degraded by poor visibility and low contrast. High-quality

images can be obtained by increasing an exposure time, but
this may incur blurs when a scene is not static. Over the past
decades, various methods have been proposed to address this
degradation that may dramatically deteriorate the performance
of computer vision applications such as object detection [1] and
recognition [2].

Early approaches attempted to enhance a dark areas by stretch-
ing the dynamic range of an input image histogram [3], [4], but
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such global operators often lead to a detail loss in the enhanced
image. Zhang et al. [5] restrained noise by applying a joint-
bilateral filter [6] after enhancing a low-light image. Retinex-
based approaches [7]–[13] decompose an input image into
reflectance and illumination components, and then simply con-
sider the estimated reflectance map as an enhanced output or gen-
erate the result by manipulating the illumination. Wang et al. [9]
obtained an enhanced image by applying joint edge-preserving
filter to coarse illumination components. Fu et al. [10] explained
the side effect of logarithmic transformation used in the Retinex
model and addressed this issue with a weighted variable
model to refine the regularization term. Guo et al. [11] predicted
illumination component using structure-aware smoothing. Cai
et al. [12] proposed a joint prior model with shape, illumination
and texture assumption for better prior representation.

Recently, convolutional neural networks (CNN) have been
applied to the low-light image enhancement [14]–[19], follow-
ing the success in the field of image restoration including image
denoising [20], super-resolution [21], rain streak removal [22],
and haze removal [23]. Gharbi et al. [14] estimated an enhanced
image by combining the bilateral grid algorithm [24] with local
affine color transformation into deep networks. Lore et al. [15]
used a stacked auto-encoder to sequentially perform the patch-
based low-light enhancement and noise reduction. Li et al. [17]
and Wang et al. [18] established the mapping relationship be-
tween the illumination maps of low- and normal-light images.
Wei et al. [16] separated an input image into reflectance and
illumination based on the Retinex model. After adjusting the
brightness of the illumination map and applying denoising al-
gorithm [25] to the reflectance image, an enhanced image is
obtained by combining the two components. Ren et al. [19]
enhanced visibility by estimating global content using CNN and
refined image details using the spatially variant recurrent neural
networks (RNN).

Generative adversarial networks (GAN) has also been used
for low-light image enhancement [26]–[28]. Montulet et al. [26]
used PatchGAN [29] to obtain enhanced results in a locally-
adaptive manner instead of brightening an entire image. Jiang
et al. [27] leveraged unpaired training data in order to match the
intensity distribution of low-light images and (unpaired) normal-
light images through PatchGAN [29]. Hu et al. [28] adopted
the reinforcement learning guided by GAN to generate user-
understandable operation sequences for photo retouching.

Though these learning-based methods outperform existing
handcrafted low-light enhancement approaches thanks to its
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Fig. 1. Unnaturalness of existing methods. Best viewed in electronic version.

powerful representation learning, they still face several issues.
They are mostly based on the supervised learning that requires a
large-scale training data consisting of low-light images as inputs
and normal images as ground-truth. It is, however, challenging
to construct a large-scale training data that takes into account the
real-world environment. For instance, it is relatively easy to ob-
tain a pair of images with different exposures and then generate
a high dynamic range (HDR) image as ground-truth [30], but it
is possible only when the scene is static and is taken at daytime.
Obtaining a large amount of clear normal light images in an
extremely low-light environment is tremendously challenging.
Lore et al. [15] synthesized training data by applying gamma
correction to normal images. However, such a degradation is not
realistic, and thus it is difficult to adapt the model trained with the
synthetic training data to the real low-light image due to a large
domain gap. Wang et al. [18] released a new training dataset for
low light image enhancement. Normal images were captured by
digital camera or collected from Flickr [31]. To generate low-
light images, three experts retouched the normal images using
Adobe Lightroom, similar to the MIT-Adobe FiveK dataset [32].
However, this is an expensive and labor-intensive task.

In addition, CNN-based approaches [16]–[19] often failed to
yield visually natural results. For instance, as shown in Fig. 1,
Some methods [16], [17] over-enhance low-light areas, pro-
ducing unnatural results. Ren et al. [19] change a color tone
of the input image globally. Wang et al. [18] often cause a
color-inconsistency problem due to an incorrectly estimated
illumination map and suffer from low-visibility.

To tackle the above-mentioned problems, we propose a novel
unsupervised approach for the low-light image enhancement.
Motivated by the dark channel prior (DCP) used in the haze
removal [33], [34], we design the deep network that is trained
using the bright channel prior (BCP) [35] with no normal image
as groun-truth. The BCP imposes the constraint that the brightest
pixel in a small patch of the enhanced image is close to 1.
We utilize the BCP to generate an initial illumination map
as pseudo ground-truth. To the best of our knowledge, this is
the first attempt to enhance the low-light image through the
unsupervised learning. Furthermore, we employ a saturation
loss and a self-attention map to preserve an image naturalness
even in the presence of bright regions in an low-light image.
This enables the proposed network to avoid an over-saturation,
while enhancing dark areas and preserving details in the resultant
image. Main contributions are summarized as follows.
� We propose an unsupervised learning approach for the low-

light image enhancement.
� Thanks to the saturation loss and self-attention map, our

method preserves image details and naturalness in the
enhanced images effectively.

Fig. 2. The overall architecture of the proposed method. Iatt and t̃ are
computed from an input image.

II. PROPOSED METHOD

The proposed network consists of a simple encoder-decoder,
as shown in Fig. 2. An initial illumination map t̃ is first estimated
by using the BCP [35], and this is then used to define an unsu-
pervised loss function LBCP for the enhancement network that
estimates a final illumination map t. To deal with blocky artifacts
in the initial illumination map, the regularization term of the
soft-matting [36] is additionally used in LBCP . The saturation
loss LS and self-attention map Iatt are applied to deal with
the over-saturation problem, making the enhanced image more
natural and preserving image details. Note that different from
recent approaches [14]–[19] based on complicated architectures,
the proposed method employs the simple encoder-decoder only.
Even with such a simple network, the proposed unsupervised
method achieves a competitive performance over the recent
supervised approaches.

A. Initial Illumination Map Estimation

BCP [35] was proposed to adjust the local exposure of an
image. This is a variant of dark channel prior (DCP) [33] origi-
nally proposed to predict the transmission map of an input haze
image. We adopt the BCP for predicting an initial illumination
map that is used to define the unsupervised loss in the proposed
enhancement network. The low-light image model for the BCP
is defined as follows:

Ip = tpJp + (1− tp)A, (1)

where Ip and Jp ∈ R3 represent an observed low-light image
and an enhanced output image. tp ∈ R and A ∈ R3 indicate an
illumination map and an environment light, respectively. The
brightest intensity within the patch Ω(p) centered at the pixel p
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Fig. 3. Effect of the regularization term in Eq. (6). (a) initial illumination map
with blocky artifacts. (b) predicted illumination map with LBCP .

is defined as

Jbright
p = max

c∈r,g,b

(
max
q∈Ω(p)

Jc
q

)
. (2)

According to the BCP [35], the brightest intensity becomes
Jbright
p → 1. Under the assumption that A is known and the

illumination map, denoted as t̃, is constant within Ω(p), we
obtain the following equation by applying the max operator to
both sides of Eq. (1):

t̃p = 1−max
c,q

(
1− Icq
1−Ac

)
. (3)

The darkest pixel may be used as the environment light. How-
ever, it could be dark object or shadow in real environment. Thus,
similar to [33],A is computed with a set of the darkest 0.1% pix-
els (denoted as K) in the bright channel of I(= maxc∈r,g,b Ic):

A =
1

|K|
∑
p∈K

Ip. (4)

B. Unsupervised Estimation of Illumination Map

1) Bright Channel Prior Loss: The initial illumination map
t̃ serves as the supervision for training the proposed network.
To be specific, the enhancement network in Fig. 2 produces the
illumination map t with the supervision of t̃, and t is then used
to generate the enhanced image as follows,

Jp =
Ip −A

tp
+A. (5)

However, since t̃ is assumed to be constant within Ω(p), it often
produces blocky artifacts, making the output image also blocky.
Fig. 3(a) shows the blocky artifacts of the initial illumination
map t̃. We address this issue by leveraging an additional regular-
izer for the unsupervised loss function used in [34]. Considering
Eq. (1) is conceptually similar to the image matting [36] in
which an output image is expressed as a linear combination of
foreground and background, we adopt the regularizer of the soft
matting [36]. The unsupervised loss function based on the BCP
is finally defined as

LBCP =
1

N

∑
p

⎧⎨
⎩(tp − t̃p)

2 + λ
∑

i,j∈Ψ(p)

wij(ti − tj)
2

⎫⎬
⎭, (6)

where wij is the weight of the matting Laplacian matrix that
computes affinity between Ii and Ij .Ψ(p) represents3× 3patch
around center pixel p. N means the total number of pixels, and
λ is a weight parameter that controls the balance between data
term and smoothness term.

Fig. 4. Saturation suppression by saturation loss and self-attention map. Each
image represents (a) input, (b) with LBCP , (c) with LBCP and Iatt, (d) with
LBCP andLS , (e) withLBCP ,LS and Iatt. Best viewed in electronic version.

2) Saturation Loss: In Eq. (5), when t is too small, the output
image J often exceeds the range of the color gamut [0, 1]. To
address this issue, we define a lower bound of tp, denoted as

tmin
p = maxc(

Ic
p−Ac

1−Ac ), by formulating Eq. (5) with respect to t

and applying the max operator over c. The saturation loss LS
p is

then defined for a pixel p as

LS
p =

{
0 tp ≥ tmin

p

(tp − tmin
p )2 otherwise

. (7)

It can be simply defined using a saturation mask Mp as

LS =
1

N

∑
p

||Mp · (tp − tmin
p )||2, (8)

whereMp = 0when tp ≥ tmin
p , 1 otherwise. The saturation loss

LS enforces tp to become close to tmin
p when saturation occurs,

i.e., tp < tmin
p . The final loss function for the enhancement

network is defined as follows:

LE = LBCP + αLS . (9)

3) Self-Attention Guided Enhancement: Even though the sat-
uration loss mitigates the over-saturation problem, it may still
appear by other factors. We assume that A is constant over an
entire image regardless of brightness, though it is computed as
an average of pixels belonging to only dark regions in Eq. (4).
Thus, when the enhancement network is applied to an image
with a large variation of brightness, an over-saturation often
appears in the bright regions of the input low-light image, e.g. sky
and snow. One possible solution is to estimate a locally-varying
environment light map using deep networks, but the unsuper-
vised estimation of the environment light map poses additional
challenges. Instead, inspired by [27], we propose to design a
self-attention map on the HSV channel of the low-light image as

Iatt = (1− IV )γ , (10)

where IV is V channel of HSV image of I , since we consider
only the brightness of the image. γ ≥ 1 is a parameter that
controls the curvature of the attention map. Iatt is multiplied
to convolutional activations of all layers in the enhancement
network E, as shown in Fig. 2. This enables for adapting the
proposed network accordingly depending on the brightness of
the image. Brighter regions are given lower weights to avoid
over-saturation, while preserving image details and enhancing
the contrast in the dark regions effectively. Fig. 4 shows the effec-
tiveness of the saturation loss and self-attention map. They boost
the performance while keeping image details and naturalness.

Authorized licensed use limited to: Ewha Womans Univ. Downloaded on June 01,2020 at 06:03:47 UTC from IEEE Xplore.  Restrictions apply. 



254 IEEE SIGNAL PROCESSING LETTERS, VOL. 27, 2020

Fig. 5. Qualitative evaluation with state-of-the-art methods on test set. Best viewed in electronic version.

TABLE I
EFFECT OF SATURATION LOSS AND SELF-ATTENTION MAP.

THE LOWER IS THE BETTER

III. EXPERIMENTAL RESULTS

A. Experimental Settings

Since the proposed method is based on the unsupervised learn-
ing, any low-light images can be used for training. We collected
the training data from several publicly available datasets such as
LOL [16] and SICE [37]. LOL dataset [16] provides 1500 low/
normal-light synthetic image pairs. SICE dataset [37] provides
multi-exposure sequences and corresponding HDR images of
589 scenes. For training/validation split, 1485 images of LOL
and 534 images of SICE are used for training and the rest is used
for validation. Following state-of-the-art method, UPE [18], we
conducted the performance evaluation with 500 images of MIT-
Adobe FiveK dataset [32]. In addition, LIME [11], NPE [9] and
MEF [38] datasets were also used for an extensive comparison.

Our network was trained with Adam optimizer, the learning
rate was 10−3 at first and linearly decreased by 10−5 until
50 epochs. For data augmentation, we adopted random cropping,
rotation and flipping. The patch size of Ω and Ψ were 15× 15
and 3× 3. λ and γ were set to 0.1 and 2.5. α, which adjust the
balance between two loss terms, was set to 0.1.

B. Quantitative Results

We adopted two no-reference metrics widely used in low-light
image enhancement for performance evaluation: naturalness
image quality evaluator (NIQE) [39] and lightness order er-
ror (LOE) [9], which measure the image naturalness and the
lightness distortion, respectively. We first performed an ablation
study of the proposed components in Table I. The saturation loss
and self-attention map progressively improve the performance
of the proposed method. This is also consistent with the visual
comparison of Fig. 4. Table II shows the quantitative results
on FiveK [32], LIME [11] and NPE [9] datasets. Note that,
four approaches [16]–[19] are based on supervised learning and
LIME [11] is a handcrafted approach. The numbers with bold,
red and blue indicate the 1st, 2nd and 3rd results, respectively.

TABLE II
QUANTITATIVE EVALUATION USING NO-REFERENCE IMAGE QUALITY

EVALUATORS. THE LOWER IS THE BETTER

The proposed method achieves comparable results to UPE [18]
and DHN [19] on the NIQE [39], and outperforms them on the
LOE [9].

C. Qualitative Results

We qualitatively evaluated the proposed method in Fig. 5.
Only the results of some images in NPE [9] and MEF [38]
datasets are shown due to a page limit. More results are provided
in the supplementary material. The RetinexNet [16] and the
LightenNet [17] over-enhance input images, making enhanced
results unnatural. The DHN [19] often loses image details, and
thus the results do not contain vivid and natural color. The results
of UPE [18] are more natural compared to other methods, but
there is still a color-inconsistency problem in some images.
For example, in the second row image, the color of wall was
distorted into green. Contrarily, our method preserves image
details and naturalness well and maintains the color consistency,
while enhancing dark regions effectively.

IV. CONCLUSION

In this letter, we have proposed a new unsupervised learning
approach for low-light image enhancement. By making use
of the unsupervised loss based on the BCP, we addressed the
difficulty of constructing a large-scale training data with ground-
truth required to train deep networks for low-light enhancement.
Additionally, thanks to the self-attention map and saturation
loss, the image details and naturalness are preserved well in
the enhanced images. Although our network is trained without
ground-truth data, it has been demonstrated to be competitive
over state-of-the-art supervised approaches through quantitative
and qualitative comparisons. As future work, since a low-light
image often contains noise, we plan to develop a new network
that handles amplified noise in the enhanced images.
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